UIMA/U-Compare Stanford Parser

1. BASIC INFORMATION
Tool name
UIMA/U-Compare Stanford Parser
Overview and purpose of the tool

Syntactic parser for English. Outputs dependency relations. Also outputs parts-of-
speech for each token.

The tool is provided as a UIMA' (Ferrucci et al., 2006) component, specifically as
Java archive (jar) file, which can be incorporated within any UIMA workflow.
However, it is particularly designed use in the U-Compare text mining platform
(Kano et al., 2009; Kano et al., 2011; see separate META-SHARE record), since the
types of annotations it produces are compliant with U-Compare type system.

A short description of the algorithm

The Stanford parser’ (Klein & Manning, 2003a, Klein and Manning 2003b; de
Marneffe et al. 2006) is a Java implementation of probabilistic natural language
parsers, both highly optimized PCFG and lexicalized dependency parsers, and a
lexicalized PCFG parser. The lexicalized probabilistic parser implements a factored
product model, with separate PCFG phrase structure and lexical dependency experts,
whose preferences are combined by efficient exact inference, using an A* algorithm.
The output is in the form of Stanford dependencies’

2. TECHNICAL INFORMATION

Software dependencies and system requirements

The tool is provided as a UIMA component wrapped around a web service. Thus, the
tool must be run within the Apache UIMA framework. Alternatively, it can be run
within the U-Compare framework. The component has been specifically designed to
work in U-Compare workflows and is compliant with the U-Compare type system.

Installation

The tool is provided as an in-built component of the U-Compare workbench.
However, it can also be used in other UIMA workflows. Since it is packaged as a
UIMA component, no specific installation is required, following installation of the
UIMA framework and/or U-Compare.

! http://uima.apache.org/
? http://nlp.stanford.edu/software/lex-parser.shtml
3 http://nlp.stanford.edu/software/stanford-dependencies.shtml



Execution instructions

The tool can be used within U-Compare simply be dragging and dropping it into a
workflow using the graphical user interface of the U-Compare workbench.
Alternatively, it can be incorporated into other UIMA-based workflows, by following
the documentation on the Apache UIMA site. Given that the UIMA component is
implemented in Java, the tool is platform-independent.

Input/Output data formats

Input data formats
The input is plain text document that has previously been read into the UIMA
Common Analysis Structure (CAS) via a UIMA collection reader component. As a
prerequisite, the CAS must contain sentence annotations. Thus, a sentence splitter
must be executed in the workflow prior the execution of the Stanford Parser
component.

Output data format

The tool adds POSToken annotations (to encode tokens with their parts-of-speech)
and StanfordDependency annotations (to encode dependency relations) to the CAS.

Integration with external tools

As mentioned above, the tool can only be run within the UIMA or U-Compare
frameworks.

3. CONTENT INFORMATION

Figure 1 shows the output of the tool in the U-Compare workbench. The sample text
1s taken the PubMed website (http://www.ncbi.nlm.nih.gov/pubmed/231728251). The
arrows between the words show the dependency relations involving the word
“divided”.
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Figure 1: Output of the Stanford in the U-Compare workbench



Running the tool on the 1 KB text on a single core machine with 8§ GB RAM takes
around 3254 milliseconds.

3. LICENCES

a) The Stanford Parser UIMA wrapper is licensed using the GNU General Public
License version 2.0 (GPLv2). Please see “LICENCE.txt” in the “Licences” directory.
Please acknowledge the National Centre for Text Mining, University of Manchester if
you use the Stanford Parser UIMA component

b) The underlying Stanford Parser software is licensed using the GNU General Public
License version 2.0 (GPLv2). Please see “LICENCE.txt” in the “Licences” directory.

c¢) The UIMA framework is licenced using the Apache licence. Please see “Apache-
licence.txt” in the licenses directory.

4. ADMINISTRATIVE INFORMATION

Contact
For further information, please contact Sophia Ananiadou:
sophia.ananiadou@manchester.ac.uk
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