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Abstract
Given the increasing number of neologisms in biomedicine (names of genes, diseases, molecules, etc.), the rate of acronyms used in
literature also increases. Existing acronym dictionaries cannot keep up with the rate of new creations. Thus, discovering and disam-
biguating acronyms and their expanded forms are essential aspects of text mining and terminology management. We present a method
for clustering long forms identified by an acronym recognition method. Applying the acronym recognition method to MEDLINE ab-
stracts, we obtained a list of short/long forms. The recognized short/long forms were classified by a biologist to construct an evaluation
set for clustering sets of similar long forms. We observed five types of term variation in the evaluation set and defined four similarity
measures to gathers the similar long forms (i.e., orthographic, morphological, syntactic, lexico semantic variants, nested abbreviations).
The complete-link clustering with the four similarity measures achieved 87.5% precision and 84.9% recall on the evaluation set.

1. Introduction

Given the increasing number of neologisms in biomedicine
(names of genes, diseases, molecules, etc.), the rate of
acronyms used in literature also increases. It has been
reported that around 64,000 new acronyms have been in-
troduced in 2004 (Chang and Schütze, 2006). Existing
acronym dictionaries cannot keep up with the rate of new
creations. The number of acronyms existing currently only
in MEDLINE demands automated methods for their iden-
tification, disambiguation and management.
Acronyms are compressed forms of terms, and are used as
substitutes of the fully expanded termforms. An acronym
is also referred as a short form (e.g.HMM) having a long
or expanded form, also called its definition (e.g.hidden
markov model). A recent study (Wren et al., 2005) reported
that only25% of documents relevant to the conceptc-jun N-
terminal kinasecould be retrieved by using the full form, as
in more than33% of the documents the concept is referred
to by using its acronymJNK. In this way, search engines
using acronyms rather than just full forms achieve better
performance.
Thus, discovering acronyms and relating them to their ex-
panded forms is an essential aspect of text mining and
terminology management. Acronym identification deals
with extracting pairs of short and long forms occurring in
text. Research has been devoted into the construction of
acronym databases and their expanded forms. However
it is almost impossible to ensure completeness in cover-
age given that not all biomedical texts are publicly avail-
able. Most research has focused on methods for the recog-
nition of acronyms and their expanded forms (or defini-
tions) from running text (Adar, 2004; Pustejovsky et al.,
2001; Schwartz and Hearst, 2003). Another approach
used machine learning techniques to generate automatically
acronyms from expanded forms (Tsuruoka et al., 2005) to
overcome the problem of acronym-definition databases.

Acronyms are ambiguous, i.e. the same acronym may re-
fer to different concepts (GR is an abbreviation for both
glucocorticoid receptorandglutathione reductase). In or-
der to deal with ambiguity, automatic merging of long
forms using n-gram and context similarities has been pro-
posed (Gaudan et al., 2005). Acronyms also have variant
forms, i.e. the same term may have several acronyms (e.g.
NF kappa B, NF kB). Both phenomena present substantial
challenges for terminology management and for text min-
ing.
In this paper, we present a method for clustering long forms
identified by an acronym-recognition method. Figure 1
shows the outline of the method. Applying an acronym-
recognition method to biomedical documents (e.g., MED-
LINE abstracts), we obtain a list of the short/long forms
identified in the text. Given a list of long forms for
an acronym, the proposed method gathers similar long
forms (e.g., orthographic, morphological variants, syn-
onyms, etc.) long forms into a cluster.

2. Methodology
Most acronym-recognition methods make use of letter
matching of the expressions appearing near parentheses
to identify short/long form candidates. Letter match-
ing methods would extract an acronym-definition pair
〈HMM, hidden markov model〉 from a text such as, “We
used hidden markov model (HMM) to capture the pat-
terns of acronym generation,” by searching for letters ’h’,
’m’, and ’m’ before the expression ’(HMM)’. Schwartz
and Hearst (2003) proposed an algorithm for identifying
acronyms by using parenthetical expressions as a marker of
a short form. Long form candidates were extracted by es-
timating the maximum number of words for a short form.
Then the algorithm applied a character matching technique,
i.e., all letters and digits in a short form had to appear in the
corresponding long form in the same order. Even though
the core algorithm was very simple, the authors reported
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Figure 1: Acronym recognition and long-form clustering

99% precision and 84% recall on the Medstract gold stan-
dard1.
However, the letter-matching approach cannot recognize a
short/long form pair that has a synonymous relation ex-
pressed by parenthesis, e.g.,serotonin (5-HT). Hisamitsu
and Niwa (2001) proposed a method for extracting use-
ful parenthetical expressions from Japanese newspaper ar-
ticles. Their method measured the co-occurrence strength
between the inner and outer phrases of a parenthetical ex-
pression by using statistical measures such as mutual infor-
mation,χ2 test with Yate’s correction, Dice coefficient, log-
likelihood ratio, etc. Although their method did not focus
on the acronym-definition relation, it dealt with generic par-
enthetical expressions (e.g., abbreviation, non abbreviation
paraphrase, supplementary comments, etc.). In short, the
statistical approach can extract a short/long form pair that
has, for example, the synonymous relation expressed by
parenthesis as long as it co-occurs frequently in the source
text.
Since the aim of this study is to identify clusters from a set
of long forms corresponding to an acronym, it is preferable
that the evaluation data contains long forms recognized by
unidentified relations (e.g., acronym-definition, synonym,
paraphrase, etc.). For our experiments we have applied
the C-value method (Frantzi and Ananiadou, 1999) to a
set of expressions appearing before a specific short form,
to extract short/long form pairs. The C-value method is
a domain-independent method for automatic term recog-
nition based on linguistic and statistical information. The
linguistic analysis enumerates all potential terms appearing
before parenthesis expressions of a specific acronym in a
given text. The statistical analysis assigns a termhood (like-
lihood to be a long form) to a candidate long-form by using
the following features: the frequency of occurrence of the
candidate term; the frequency of the candidate term as part
of other longer candidate terms; the number of these longer
candidate terms; and the length of the candidate term.
Given a long-form candidate,w, the C-value termhood
functionCV(w) is defined in the following formula,

CV(w) = log2 [len(w)] · freq(w)−
∑

t∈Tw
freq(t)

|Tw| . (1)

Therein: w is a candidate term;freq(x) denotes the fre-
quency of occurrence of termx; len(x) denotes the length
(number of words) of termx; Tw is a set of candidate terms
which contain termw (nested terms); and |Tw| represents
the number of such candidate termsTw. The C-value ap-
proach is characterized by the extraction of nested terms

1http://www.medstract.org/

Acronym # long-forms # clusters
CD 29 29
PC 28 25
CI 21 16
RT 19 17
PG 18 18
MAP 18 15
CT 15 9
LH 13 9
HR 13 12
TPA 12 2
SD 12 12
BP 12 9
CAT 11 6
ER 10 7
... .. ..

Table 1: Results of the long forms in the evaluation set

which gives preference to terms appearing frequently in a
given text but not as a part of specific longer terms. This
is a desirable feature for acronym recognition to identify
long-form candidates in contextual sentences.
After having selected 50 acronyms used frequently in
MEDLINE abstracts, we applied the C-value method to ex-
tract terms which co-occur frequently with the parentheti-
cal expression of the acronyms. Terms with their termhood
score higher than10 were chosen as the long forms. Af-
ter having revised manually the recognition result to erase
the misrecognized long-forms, we obtained 50 sets of long
forms each of which corresponds to an acronym. Finally,
we asked a biologist to classify the long forms for each
acronym. Table 1 shows the example of acronyms, the
number of unique long forms, and the number of clusters
identified by the biologist. Figure 2 shows the long forms
for the acronymsCATandLPS.

3. Clustering long forms
Nenadic et al. (2004) described different types of term vari-
ations in the context of term normalization as an integral
part of the automatic term recognition. They classified the
types of term variations into four:orthographical, morpho-
logical, syntactic, lexico-semanticvariations. We observed
the following five types of term variation in the evaluation
set.

1. Orthographic variation includes optional usage
of hyphens (e.g., 5-hydroxy-tryptamine and 5-
hydroxytryptamine), different Latin/Greek transcrip-
tions (e.g.,oestrogen receptorandestrogen receptor),
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Figure 2: The except of the evaluation corpus

and different spelling usages (e.g.,computerised
tomographyandcomputerized tomography).

2. Morphologicalvariation includes the usage of plural
or singular nouns (e.g.,body mass indexand body
mass indices) and the different usage of adjectives and
nouns (e.g.,computerized tomographicandcomputer-
ized tomography).

3. Syntacticvariation includes structural differences such
as use of possessives and nouns (e.g.,amygdaloidcen-
tral nucleusandcentral nucleus ofthe amygdala) and
ordinal differences of words (e.g.,human immunod-
eficiency virus type 1and type 1human immunodefi-
ciency virus).

4. Nested abbreviationsare found even in long forms for
acronyms, e.g.,angiotensin-converting enzymeand
ang i-converting enzyme); humanimmunodeficiency
virus type 1 and hiv type 1; systemic lupus
erythematosisandsystemic le.

5. Lexico semanticvariation includes the use of syn-
onyms in the process of assigning names to con-
cepts, e.g., lipopolysaccharideand endotoxin; 5-
hydroxytryptamineand serotonin; arterial pressure,
bloodpressureandresponsetime, reactiontime.

An approach dealing with variation types 1 and 2 is to write
a set of conversion rules such as: “remove spaces and hy-
phens;” “assume letterz ass;” and “replace lettersoewith
e.” In this paper, we use the cosine similarity between two
stringsti andtj to capture variation types 1 and 2. Letter
n-gram similaritysimch(ti, tj) between two terms,ti and

tj , is calculated as follows:

simch(ti, tj) =
1
k

k∑
n=1

|n-gramch(ti) ∩ n-gramch(tj)|√|n-gramch(ti)||n-gramch(tj)|
.

(2)
Therein: n-gramch(ti) is a set of letter n-grams generated
from termti; andk is a parameter to determine the maxi-
mum order of n-gram calculation (i.e., uni-gram, bi-gram,
tri-gram, ..., k-gram). Similaritysimch(ti, tj) assesses the
concordance of letters or letter sequences in the two terms.
An approach dealing with variation type 3 is to write a set
of conversion rules such as “X of Y”→ “Y X”. Since it
is difficult to define a comprehensive set of rules, we mea-
sure the concordance of words or word sequences in the two
terms. We use the cosine similarity between two stringsti
andtj in word n-grams,

simwd(ti, tj) =
1
k

k∑
n=1

|n-gramwd(ti) ∩ n-gramwd(tj)|√|n-gramwd(ti)||n-gramwd(tj)|
.

(3)
Therein, n-gramwd(ti) is a set of word n-grams generated
from termti.
A straightforward approach dealing with variation type 4
is to use an acronym dictionary for generating potential
abbreviations, e.g.,iotensin→ i and human immunode-
ficiency virus→ hiv. However, it is difficult to prepare
such a comprehensive dictionary in advance. Moreover, we
need to estimate the probability that two strings have the
acronym-definition relation (e.g., Tsuruoka et al., 2005) to
determine the position of the expressions to be abbreviated.
For simplicity, we use the overlap coefficient (Manning and
Scḧutze, 1999) between two stringsti andtj (in letters),

simov(ti, tj) =
|ti ∩ tj |

min(|ti|, |tj |) . (4)

Therein,ti ∩ tj represents the number of letters appearing
in the termsti andtj ; and|ti| denotes the number of letters
in termti.
We cannot deal with variation type 5 only by examining
letters in two terms. Hence, we define contextual similarity
simcont(ti, tj) between two terms,ti and tj , which mea-
sures how terms appearing around the two terms are simi-
lar in text. We definecontext sentencefor a short/long pair
as the exact sentence in which the pair appears. We collect
context sentences for each short/long pair and apply the C-
value method to enumerate multi-word terms in the context.
Thus, we create a context vectorwi that consists of context
terms and their weights calculated by the C-value method.
We define contextual similaritysimcont(ti, tj) as the cosine
coefficient of context vectorswi andwj :

simcont(ti, tj) =
wi · wj

|wi||wj | (5)

If terms appearing around the two terms are similar in the
text,simcont(ti, tj) will be greater.
Finally we combine four similarity metrics as a liner com-
bination:

d(ti, tj) = 1− sim(ti, tj) (6)
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α β γ θ δ F-measure
0.7 0.2 0.0 0.1 0.3 0.862
0.7 0.1 0.1 0.1 0.3 0.851
0.7 0.2 0.1 0.0 0.3 0.847
.... .... .... .... .... ....

Table 2: The optimal combination of parameters.

sim(ti, tj) = αsimch(ti, tj) + βsimword(ti, tj)
+γsimov(ti, tj) + δsimcont(ti, tj) (7)

α + β + γ + δ = 1 (8)

Therein: d(ti, tj) is the distance (dissimilarity) of two
termsti andtj ; andα, β, γ, andδ are positive values sat-
isfying Equation 8. Using the distance functiond(ti, tj),
we applied complete link clustering with a given threshold
θ, since the number of clusters is unknown in advance. Pa-
rametern (the maximum order of n-gram) was set to three,
i.e., uni-gram, bi-gram, and tri-gram are used for calculat-
ing simch(ti, tj) andsimword(ti, tj).

4. Evaluation
Using the evaluation set as a gold standard, we measured
the quality of clustered descriptions obtained by the pro-
posed method. Calculate F-measure scores from preci-
sion and recall (Anquetil et al., 1999), we maximize the
F-measure score by searching for the optimal combination
of parameters,α, β, γ, andθ (note thatδ = 1−α−β−γ).
Table 2 shows F-measure scores over the different parame-
ters. The proposed method with,

(α, β, γ, δ, θ) = (0.7, 0.2, 0.0, 0.1), (9)

yields the best clustering result (F-measure =0.862; preci-
sion =0.875; recall =0.849). This result indicated that the
cosine similarity between two terms in letter n-grams was
dominant in the clustering process. The overlap coefficient
between two stringsγ could not contribute to the cluster-
ing process due to the small number of instances (five in-
stances) corresponding to variation type 4. The result also
showed that the effect of the context similarity for disam-
biguation of long forms.

5. Conclusion
In this paper, we presented a method for clustering long
forms identified by an acronym-recognition method. We
observed five types of term variation in the evaluation
set and defined four similarity measures to gathers long
forms (e.g., orthographic, morphological variants, syn-
onyms, etc.) into a cluster. The proposed method achieved
87.5% precision and 84.9% recall on our evaluation set.
A future direction of this study would be to distinguish or-
thographic and morphological (types 1 and 2) variations
from other types of variations. Although this study dealt
with the different types of variations in the liner combi-
nation of the similarity measures, we found that variation
types 1 and 2 were dominant in the long forms identified
by the acronym-recognition method. We need to explore a
methodology for each type of variation independently and
to construct its evaluation set.
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